
Lecture 2:
Controllability of the linear heat and

wave PDEs

Abstract

This Lecture is devoted to the controllability of some systems governed by linear time-
dependent PDEs. I will consider the heat and the wave equations. I will try to explain
which is the meaning of controllability and which kind of controllability properties can be
expected to be satisfied by each of these PDEs. The main related results, together with the
main ideas in their proofs, will be recalled.

1 Introduction

Let us first make some very general considerations on the following abstract problem:

(1)

{
yt −Ay = Bv, t ∈ (0, T ),
y(0) = y0,

where A and B are linear operators, v = v(t) is the control and y = y(t) is the state.
For fixed T > 0, we choose y0 and y1 in the space of states (the space where y “lives”) and

we try to answer the following question:

Can one find a control v such that the solution y associated to v and y0 takes the
value y1 at t = T ?

This is an exact controllability problem. The control requirement y(T ) = y1 can be relaxed
in various ways, leading to other notions of controllability.

Of course, the solvability of problems of this kind depends very much on the nature of the
system under consideration; in particular, the following features may play a crucial role: time
reversibility, regularity of the state, structure of the set of admissible controls, etc.

The controllability of partial differential equations has been the object of intensive research
since more than 30 years. However, the subject is older than that. In 1978, D.L. Russell [36]
made a rather complete survey of the most relevant results that were available in the literature at



that time. In that paper, the author described a number of different tools that were developed to
address controllability problems, often inspired and related to other subjects concerning partial
differential equations: multipliers, moment problems, nonharmonic Fourier series, etc. More
recently, J.-L. Lions introduced the so called Hilbert Uniqueness Method (H.U.M.; see [28, 29]).
That was the starting point of a fruitful period for this subject.

It would be impossible to present here all the relevant results that have been proved in this
area. I will thus only consider some model examples where the most relevant intrinsic difficulties
of controllability analysis are found.

Several important related topics, like numerical computation and simulation in controllability
problems, stabilizability, connections with finite dimensional controllability theory, etc. have
been left out. However, some useful references for these issues have been included; see [6, 7, 19,
20, 21, 41].

2 Basic results for the linear heat equation

Let Ω ⊂ RN be a bounded domain (N ≥ 1), with boundary Γ of class C2. Let ω be an open
and non-empty subset of Ω. Let T > 0 and consider the linear controlled heat equation in the
cylinder Q = Ω× (0, T ):

(2)


yt −∆y = v1ω in Q,
y = 0 on Σ,
y(x, 0) = y0(x) in Ω.

In (2), Σ = Γ × (0, T ) is the lateral boundary of Q, 1ω is the characteristic function of the set
ω, y = y(x, t) is the state and v = v(x, t) is the control. Since v is multiplied by 1ω , the action
of the control is constrained to ω × (0, T ).

We assume that y0 ∈ L2(Ω) and v ∈ L2(ω × (0, T )), so that (2) admits a unique solution

y ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1
0 (Ω)).

We will set R(T ; y0) = { y(·, T ) : v ∈ L2(Q) }. Then,

(a) System (2) is said to be approximately controllable (at time T ) if R(T ; y0) is dense in L2(Ω)
for all y0 ∈ L2(Ω).

(b) It is said to be exactly controllable if R(T ; y0) = L2(Ω) for all y0 ∈ L2(Ω).

(c) Finally, it is said to be null controllable if 0 ∈ R(T ; y0) for all y0 ∈ L2(Ω).

It will be seen below that approximate and null controllability hold for every non-empty
open non-empty set ω ⊂ Ω and every T > 0.

On the other hand, it is clear that exact controllability cannot hold, except possibly in the
case in which ω = Ω. Indeed, due to the regularizing effect of the heat equation, the solutions
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of (2) at time t = T are smooth in Ω \ ω. Therefore, if ω 6= Ω, R(T ; y0) is strictly contained in
L2(Ω) for all y0 ∈ L2(Ω).

Our first remark is that null controllability implies that the whole range of the semigroup
generated by the heat equation is reachable too. Let us make this statement more precise.

Let us denote by S(t) the semigroup generated by the heat equation (2) without control,
i.e. with v = 0. Then, if null controllability holds, it follows that for any y0 ∈ L2(Ω) and
any y1 ∈ S(T )(L2(Ω)) there exists v ∈ L2(ω × (0, T )) such that the solution of (2) satisfies
y(x, T ) ≡ y1(x). In other words,

S(T )(L2(Ω)) ⊂ R(T ; y0) ∀y0 ∈ L2(Ω).

QUESTION 1: Why is this true?

The space S(T )(L2(Ω)) is dense in L2(Ω). Therefore, null controllability implies approximate
controllability. Observe however that the reachable states we obtain by this argument are
smooth, due to the regularizing effect of the heat equation.

Observe that proving that null controllability implies approximate controllability requires
the use of the density of S(T )(L2(Ω)) in L2(Ω). In the case of the linear heat equation this is
easy to check developing solutions in Fourier series. However, if the equation contains time or
space-time dependent coefficients, this is true but not so immediate. In those cases, the density
of the range of the “semigroup”, can be reduced by duality to a backward uniqueness property
in the spirit of J.-L. Lions and B. Malgrange [32].

Our first main result is the following:

Theorem 2.1 System (2) is approximately controllable for any non-empty open set ω ⊂ Ω and
any T > 0.

Proof: This is an easy consequence of Hahn-Banach theorem. For completeness, we will
reproduce the argument here.

Let us fix ω and T > 0. Then, it is clear that (2) is approximately controllable if and only if
R(T ; 0) is dense in L2(Ω). But this is true if and only if any ϕ0 in the orthogonal complement
R(T ; 0)⊥ is necessarily zero.

Let ϕ0 ∈ L2(Ω) be given and assume that it belongs to R(T ; 0)⊥. Let us introduce the
following system:

(3)


−ϕt −∆ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(x, T ) = ϕ0(x) in Ω.

Then, if v ∈ L2(ω × (0, T )) is given and y = y(x, t) is the associate state (the solution to (2)
with y0 = 0), we must have∫ ∫

ω×(0,T )
ϕv dx dt =

∫
Ω
ϕ0(x)y(x, T ) dx = 0.
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Consequently, approximate controllability holds if and only if the following uniqueness property
is true:

If ϕ solves (3) and ϕ = 0 in ω × (0, T ), then necessarily ϕ ≡ 0, i.e. ϕ0 = 0.

But this is a well known uniqueness property for the heat equation, a consequence of the
fact that the solutions to (3) are analytic in space.

This proves that approximate controllability holds for (2). 2

Following the variational approach in [31], we can also determine the way the “good” control
can be constructed. First of all, observe that it is sufficient to consider the particular case y0 = 0.
Then, let us fix y1 ∈ L2(Ω) and ε > 0 and let us introduce the following functional on L2(Ω):

(4) Jε(ϕ
0) =

1

2

∫ ∫
ω×(0,T )

|ϕ|2 dx dt+ ε‖ϕ0‖L2 −
∫

Ω
ϕ0y1 dx,

where, for each ϕ0, we have denoted by ϕ the solution to the corresponding problem (3).

The functional Jε is continuous and strictly convex in L2(Ω). On the other hand, in view of
the unique continuation property above, it can be proved that

(5) lim
‖ϕ0‖L2→∞

Jε(ϕ
0)

‖ϕ0‖L2

≥ ε.

Hence, Jε admits a unique minimizer ϕ̂0 in L2(Ω). The control u = ϕ̂, where ϕ̂ solves (3)
with ϕ̂0 as final data is such that the solution of (2) (with y0 = 0) satisfies

(6) ‖y(·, T )− y1‖L2 ≤ ε.

QUESTION 2: Why is (5) true? How can we prove (6) for this control?

With a slight change in the definition of Jε , we are also able to build bang-bang controls.
Indeed, it suffices to consider the new functional

(7) J̃ε(ϕ
0) =

1

2

(∫ ∫
ω×(0,T )

|ϕ| dx dt

)2

+ ε‖ϕ0‖L2 −
∫

Ω
ϕ0y1 dx.

Then J̃ε is continuous and convex in L2(Ω) and satisfies the coercivity property (5) too.

Let ϕ̂0 be a minimizer of J̃ε in L2(Ω) and let ϕ̂ be the corresponding solution of (3). Let us
set

(8) u =

∫ ∫
ω×(0,T )

|ϕ̂| dx dt sgn(ϕ̂),
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where sgn is the multivalued sign function: sgn(s) = 1 if s > 0, sgn(0) = [−1, 1] and sgn(s) = −1
when s < 0. Again, the control u given by (8) is such that the solution to (2) with zero initial
data satisfies (6).

Due to the regularizing effect of the heat equation, the zero set of nontrivial solutions of (3)
is of zero (n+ 1)−dimensional Lebesgue measure. Thus, the control u in (8) belongs to L∞(Q)
and is of bang-bang form, i.e. u = ±λ a.e. in Q, where

λ =

∫ ∫
ω×(0,T )

|ϕ̂| dx dt.

In fact, it can be proved that u minimizes the L∞-norm in the set of all controls such that (6)
is satisfied (we refer to [9] for a proof of this assertion).

Following [40], we can improve the previous argument and show that, for any ω, any T > 0
and any finite-dimensional subspace E ⊂ L2(Ω), (2) is E-approximate controllable. This means
that, for arbitrary y0, y1 ∈ L2(Ω) and any ε > 0, there exists a control v ∈ L2(Q) such that the
corresponding solution to (2) satisfies:

(9) ‖y(·, T )− y1‖L2 ≤ ε, πE(y(·, T )) = πE(y1).

Here, πE : L2(Ω) 7→ E stands for the usual orthogonal projector on E.

Indeed, it suffices to modify Jε (or J̃ε) and use instead the functional JEε , where

(10) JEε (ϕ0) =
1

2

∫ ∫
ω×(0,T )

|ϕ|2 dx dt+ ε‖(I − πE)ϕ0‖L2 −
∫

Ω
ϕ0y1 dx.

As before, JEε is continuous, strictly convex and coercive in L2(Ω). Once again, let us denote
by ϕ̂0 its unique minimizer and let us set u = ϕ̂. Then the associate state y satisfies (9).

QUESTION 3: Which is in this case the argument leading to (9)? Is the hypothesis “E is
finite-dimensional” essential?

Let us now analyze the null controllability of (2).

The null controllability property for system (2), together with a L2- estimate of the control,
is equivalent to the following observability inequality for the adjoint system (3):

(11) ‖ϕ(·, 0)‖2L2 ≤ C
∫ ∫

ω×(0,T )
|ϕ|2 dx dt ∀ϕ0 ∈ L2(Ω).

QUESTION 4: Which is the proof of this assertion?

Due to the regularizing effect of the heat equation, the norm in the left hand side of (11) is
very weak. However, the irreversibility of the system makes (11) difficult to prove. For instance,
multiplier methods do not apply in this context.
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Thus, we see that the approximate (resp. null) controllability of (2) is related to the unique
continuation property (resp. the observability) of (3).

Historically, it seems that the first null controllability results established for the heat equa-
tion involved boundary controls. They were given in [36] in the one-dimensional case, using
moment problems and classical results on the linear independence in L2(0, T ) of families of real
exponentials. Later, in [37], a deep general result was proved. Roughly speaking, the following
was shown:

If the wave equation is controllable for some T > 0 with controls supported in ω,
then the heat equation (2) is null controllable for every T > 0 with controls supported
in ω.

In view of the controllability results in Section 3, according to this principle, it follows that
the heat equation (2) is null controllable for all T > 0 provided ω satisfies a specific geometric
control condition. However, this geometric condition does not seem to be natural in the context
of the heat equation and, therefore, this result is not completely satisfactory.

More recently, the following was shown by G. Lebeau and L. Robbiano [26]:

Theorem 2.2 System (2) is null controllable for any non-empty open set ω ⊂ Ω and any T > 0.

Sketch of the proof: A slightly simplified proof of this result was given in [27]. The main
ingredient is an observability estimate for the eigenfunctions of the Dirichlet-Laplace operator:

(12)

{
−∆wj = λjwj in Ω,
wj = 0 on ∂Ω.

Recall that the eigenvalues {λj} form a nondecreasing sequence of positive numbers such
that λj → ∞ as j → ∞ and the associated eigenfunctions {wj} form an orthonormal basis in
L2(Ω).

The following holds:

Let Ω ⊂ RN be a bounded smooth domain. For any open set ω ⊂ Ω, there exist
positive constants C1, C2 > 0 such that

(13)
∑
λj≤µ

|aj |2 ≤ C1e
C2
√
µ

∫
ω

∣∣∣∑
λj≤µ

ajwj(x)
∣∣∣2 dx

whenever {aj} ∈ `2 and µ > 0.

This result was implicitly used in [26] and is proved in [27]. A consequence is that the
observability inequality (11) holds for the solutions of (3) with initial data in

Eµ = span{ϕj : λj ≤ µ },
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the constant being of the order of exp
(
C
√
µ
)
.

This shows that the projection on Eµ of the solution of (3) can be controlled to zero with
a control of size exp

(
C
√
µ
)
. Thus, when controlling the frequencies λj ≤ µ, one increases the

L2-norm of the high frequencies λj > µ by a multiplicative factor of the order of exp
(
C
√
µ
)
.

However, it was observed in [26] that any solution of the heat equation (2) with v = 0 such
that the projection on Eµ of y(·, 0) vanishes decays in L2(Ω) at a rate of the order of exp(−µt).

Consequently, if we divide the time interval [0, T ] in two parts [0, T/2] and [T/2, T ], we
control to zero the frequencies λj ≤ µ in the interval [0, T/2] and then allow the equation to
evolve without control in the interval [T/2, T ], it follows that, at time t = T , the projection of
the solution y over Eµ vanishes and the norm of the high frequencies does not exceed the norm
of the initial data.

This argument allows to control to zero the projection over Eµ for any µ > 0, but not the
whole solution. To do that, an iterative argument is needed. Thus, we decompose the interval
[0, T ) in disjoint subintervals of the form [Tj , Tj+1) for j ∈ N, with a suitable choice of the
sequence {Tj}. In each interval [Tj , Tj+1], we control to zero the frequencies λk ≤ 2j. By letting
j →∞, we obtain a control v ∈ L2(Q) such that the solution of (2) satisfies

(14) y(x, T ) ≡ 0.

Once (11) is known to hold, one can obtain the control with minimal L2-norm satisfying (14).
It suffices to minimize the functional

J(ϕ0) =
1

2

∫ ∫
ω×(0,T )

|ϕ|2 dx dt+

∫
Ω
ϕ(x, 0)y0(x) dx

over the Hilbert space

H = {ϕ0 : the solution ϕ of (3) satisfies

∫ ∫
ω×(0,T )

|ϕ|2 dx dt <∞}.

This ends the proof. 2

As a consequence of this theorem, we also have the null boundary controllability of the heat
equation, with controls in an arbitrarily small open subset of the boundary. See [26] for more
details.

QUESTION 5: Why does theorem 2.2 imply null boundary controllability?

The previous controllability results also hold for linear parabolic equations with lower order
terms depending on time and space.

For instance, the following system can be considered:

(15)


yt −∆y + a(x, t)y = v1ω in Q,
y = 0 on Σ,
y(x, 0) = y0(x) in Ω.
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Here, we assume that a ∈ L∞(Q). In this case, the adjoint system is

(16)


−ϕt −∆ϕ+ a(x, t)ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(x, T ) = ϕ0(x) in Ω.

Again, the null controllability of (15), together with a L2- estimate of the control, is equivalent
to an observability inequality. Hence, in order to obtain a null controllability result for (15),
what we have to do is to prove the estimate (11) for the solutions to (16).

The controllability properties of systems of this kind have been analyzed by several authors.
Among them, let us mention the work of A.V. Fursikov and O.Yu. Imanuvilov (for instance,
see [5],[12],[13]–[15] and [23]; more complicate linear heat equations involving first-order terms of
the form B(x, t) ·∇y have recently been considered in [24]). Their approach to the controllability
problem is different and more general than the previous one and relies on appropriate (global)
Carleman inequalities.

A general global Carleman inequality is an estimate of the form

(17)

∫∫
Ω×(0,T )

ρ−2 |ϕ|2 dx dt ≤ C
∫∫

ω×(0,T )
ρ−2 |ϕ|2 dx dt,

where ρ = ρ(x, t) is continuous, strictly positive and bounded from below. For an appropriate
ρ that depends on Ω, ω, T and ‖a‖L∞(Q) , it is possible to deduce (17) and, consequently, also
estimates of the form

(18)

∫∫
Ω×(T/4,3T/4)

|ϕ|2 dx dt ≤ C
∫∫

ω×(0,T )
|ϕ|2 dx dt.

This, together with the properties of the solutions of (16), leads to (11) and, therefore, implies
the null controllability property for (15); see also [24, 11, 8] for some improved estimates.

QUESTION 6: How can (11) be proved from (18)?

Thus, at present we can affirm that, as in the case of the standard heat equation, (15) is both
approximately and null controllable for any ω and any T > 0. Once more, null controllability
implies approximate controllability for (15); this has been shown in [11].

An interesting question analyzed in [11] deals with explicit estimates of the cost in L2(Q)
of the approximate, E-approximate (E is a finite-dimensional space) and null controllability of
(15).

For instance, let us recall the results concerning approximate and null controllability. In the
remainder of this Section, it will be assumed that C is a generic positive constant that only
depends on Ω and ω.

Let us consider the linear state equation (15), where a ∈ L∞(Q). For each y0 ∈ L2(Ω),
y1 ∈ L2(Ω) and ε > 0, let us introduce the corresponding set of admissible controls

(19) Uad(y0, y1; ε) := { v ∈ L2(Q) : the solution of (15) satisfies (6) }
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and the following quantity, which measures the cost of approximate controllability or, more
precisely, the cost of achieving (6):

(20) C(y0, y1; ε) := inf
v∈Uad(y0,y1;ε)

‖v‖L2(Q) .

Then, the question is: can we obtain “explicit” upper bounds for C(y0, y1; ε)?
Taking into account that system (15) is linear, one can assume, without loss of generality,

that y0 = 0. Indeed,

(21) C(y0, y1; ε) = C(0, z1; ε) ,

where z1 = y1 − z(·, T ) and z is the solution of (15) with v ≡ 0.
Let us denote by ‖ · ‖∞ the usual norm in L∞(Q). Then the following is satisfied:

Theorem 2.3 For any y1 ∈ H2(Ω) ∩H1
0 (Ω), ε > 0, T > 0 and a ∈ L∞(Q), one has:

(22) C(0, y1; ε) ≤ exp

[
C

[
1 +

1

T
+ T‖a‖∞ + ‖a‖2/3∞ +

‖a‖∞‖y1‖L2 + ‖∆y1‖L2

ε

]]
‖y1‖L2 .

Notice that (22) is only of interest when

‖∆y1‖L2

λ1
> ε ,

with λ1 being the first eigenvalue of the dirichlet Laplacian −∆. Otherwise, we would have
‖y1‖L2 ≤ ε and then, taking v ≡ 0 in (15) for y0 = 0, we would trivially obtain y ≡ 0 and

‖y(·, T )− y1‖L2 ≤ ε .

In other words,

C(0, y1; ε) = 0 if
‖∆y1‖L2

λ1
≤ ε .

Furthermore, if instead of assuming y1 ∈ H2(Ω) ∩ H1
0 (Ω) = D(−∆) we assume that y1 ∈

D((−∆)γ/2) with 0 < γ ≤ 2, other estimates similar to (22) can be established. See [11] for the
details.

For the proof of (22), we first have to obtain sharp bounds on the cost of controlling to zero.
Recall that (16) is the adjoint system of (15). Then we have the following explicit observability
estimate:

Lemma 2.1 For any solution of (16) and for any a ∈ L∞(Q), one has

(23) ‖ϕ(·, 0)‖2L2 ≤ exp

(
C

(
1 +

1

T
+ T‖a‖∞ + ‖a‖2/3∞

))∫ ∫
ω×(0,T )

|ϕ|2 dx dt .
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The proof of (23) relies on global Carleman inequalities as in [15], but paying special attention
to the constants arising in the integrations by parts. Once (23) is known, (22) can be proved
easily.

QUESTION 7: How can (22) be proved from (23)?

As we have already seen, (23) implies the null controllability of (15). But it also provides an
estimate for the associated cost C(y0, 0). More precisely, one has:

Theorem 2.4 For each y0 ∈ L2(Ω), the set Uad(y0, 0) is non-empty. Furthermore, one has

(24) C(y0, 0) ≤ exp

(
C

(
1 +

1

T
+ T‖a‖∞ + ‖a‖2/3∞

))
‖y0‖L2 .

QUESTION 8: How can (24) be proved from (23)?

In the particular case in which a ≡ Const, (22) can be improved. More precisely, we can
obtain a bound of the cost of approximate controllability of the order of exp(1/

√
ε). Furthermore,

it can be proved that this estimate is optimal in an appropriate sense; see [11] for the details.

Remark 2.1 We can be more explicit on the way the constants C in (22) and (24) depend on
Ω and ω: there exist “universal” constants C0 > 0 and m ≥ 1 such that C can be taken of the
form

C = exp
(
C0‖ψ‖mC2

)
,

where ψ ∈ C2(Ω) is any function satisfying ψ > 0 in Ω, ψ = 0 on ∂Ω and ∇ψ 6= 0 in Ω \ ω. All
this is a consequence of the particular form that must have ρ in order to ensure (17); see [11]
for more details. 2

The results of this Section can be extended to more general equations of the form

(25)


yt −∆y +∇ · (yB(x, t)) + a(x, t)y = v1ω in Q,
y = 0 on Σ,
y(x, 0) = y0(x) in Ω,

where a ∈ L∞(Q) and B ∈ L∞(Q;RN ).

To do that, it is sufficient to obtain suitable observability estimates for the solutions of
adjoint systems of the form

(26)


−ϕt −∆ϕ−B(x, t) · ∇ϕ+ a(x, t)ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(x, T ) = ϕ0(x) in Ω.
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More precisely, we can deduce that

(27) ‖ϕ(·, 0)‖2L2 ≤ exp

(
C

(
1 +

1

T
+ T‖a‖∞ + ‖a‖2/3∞ + T 2‖B‖2∞

))∫ ∫
ω×(0,T )

|ϕ|2 dx dt

for any solution of (26) and for all a ∈ L∞(Q), B ∈ L∞(Q;RN ).
Then, arguments similar to those above lead to an estimate of the cost of approximate

controllability in the case of (26).
The situation is more complicate when the state equation is of the form

(28)


yt −∆y +B(x, t) · ∇y + a(x, t)y = 0 in Q
y = 0 on Σ
y(x, 0) = y0(x) in Ω .

Indeed, if B is only assumed to be in L∞(Q;RN ), the adjoint systems take the form

(29)


−ϕt −∆ϕ−∇ · (ϕB(x, t)) + a(x, t)ϕ = 0 in Q
ϕ = 0 on Σ,
ϕ(x, T ) = ϕ0(x) in Ω

and, therefore, the usual Carleman inequalities do not suffice. These questions have been con-
sidered and solved in [8], using some ideas from [24]. We omit the details.

To end this Section, let us make some comments on the convergence rate of algorithms
devised to construct “good” controls.

It is rather natural to build approximate controls by penalizing a suitable optimal control
problem. This has been done systematically, for instance, in the works by R. Glowinski [17] and
R. Glowinski et al. [18]. This method has also been used to prove the approximate controllability
for some linear and semilinear heat equations in [30] and [10], respectively.

Let us briefly describe the procedure in the case of the linear heat equation. First of all,
without loss of generality, we set y0 = 0. Given y1 ∈ L2(Ω), we introduce the functional

(30) Fk(v) =
1

2

∫ ∫
ω×(0,T )

|v|2 dx dt+
k

2
‖y(·, T )− y1‖2L2 ,

which is well defined in L2(ω × (0, T )) for all k > 0, where y is the solution of (2) with y0 = 0.
It was proved in [30] that Fk has a unique minimizer vk ∈ L2(ω × (0, T )) for all k > 0 and

that the associated states yk satisfy

(31) yk(·, T )→ y1 in L2(Ω) as k →∞.

In view of (31), to compute a control v satisfying (6), it is sufficient to take v = vk for a
sufficiently large k = k(ε).

Using the results above, it is easy to get explicit estimates of the rate of convergence in (31)
(we refer to [11] for the details of the proof):
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Theorem 2.5 In the previous conditions, there exists C > 0 such that

(32) ‖yk(·, T )− y1‖ ≤ C

log k

and

(33) ‖vk‖L2(Q) ≤
C
√
k

log k

as k →∞.

QUESTION 9: How can (32) and (33) be proved?

Notice that (32) and (33) provide logarithmic (and therefore very slow) convergence rates.
This fact agrees with the extremely high cost (exponentially depending on 1/ε) of approximate
controllability.

The methods of this Section can also be applied to obtain estimates on the cost of control-
lability when the control acts on an open subset of the boundary of Ω.

3 Basic results for the linear wave equation

Let us now consider the linear controlled wave equation

(34)


ytt −∆y = v1ω in Q,
y = 0 on Σ,
y(x, 0) = y0(x), yt(x, 0) = y1(x) in Ω.

In (34), we have used the same notation as in Section 2. Again, y = y(x, t) is the state
and v = v(x, t) is the control. For any (y0, y1) ∈ H1

0 (Ω) × L2(Ω) and v ∈ L2(ω × (0, T )), (34)
possesses exactly one solution y ∈ C0([0, T ];H1

0 (Ω)) ∩ C1([0, T ];L2(Ω)).

Roughly speaking, the controllability problem for (34) consists on describing the set of reach-
able final states

R(T ; y0, y1) := { (y(·, T ), yt(·, T )) : v ∈ L2(ω × (0, T )) }.

As in the case of the heat equation, we may distinguish several degrees of controllability:

(a) Approximate controllability: System (34) is said to be approximately controllable at time
T if R(T ; y0, y1) is dense in H1

0 (Ω)× L2(Ω) for every (y0, y1) ∈ H1
0 (Ω)× L2(Ω).

(b) Exact controllability: System (34) is said to be exactly controllable at time T ifR(T ; y0, y1) =
H1

0 (Ω)× L2(Ω) for every (y0, y1) ∈ H1
0 (Ω)× L2(Ω).
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(c) Null controllability: System (34) is said to be null controllable at time T if (0, 0) ∈
R(T ; (y0, y1)) for every (y0, y1) ∈ H1

0 (Ω)× L2(Ω).

The previous controllability properties can also be formulated in other function spaces in
which the wave equation is well posed.

Since we are now dealing with solutions of the wave equation, for any of these properties
to hold, the control time T has to be sufficiently large due to the finite speed of propagation.
On the other hand, since (34) is linear and reversible in time, null and exact controllability are
equivalent notions. As we have seen, the situation is completely different in the case of the heat
equation.

QUESTION 10: Why do we need large T for any kind of controllability of the wave equation?
Why are null controllability and exact controllability equivalent properties?

Clearly, every exactly controllable system is approximately controllable too. However, (34)
may be approximately but not exactly controllable.

Let us now briefly discuss the approximate controllability problem for the wave equation.
Again, it is easy to see that approximate controllability is equivalent to a specific unique

continuation property. More precisely, let us introduce the adjoint system

(35)


ϕtt −∆ϕ = 0 in Q,
ϕ = 0 on Σ,
ϕ(x, T ) = ϕ0(x), ϕt(x, T ) = ϕ1(x) in Ω.

Then, (34) is approximately controllable with controls that depend continously on the data if
and only if the following unique continuation property is fulfilled:

If ϕ solves (35) and ϕ = 0 in ω×(0, T ), then necessarily ϕ ≡ 0, i.e. (ϕ0, ϕ1) = (0, 0).

In fact, that the previous uniqueness property implies approximate controllability can be
checked at least in two ways:

(a) Applying the Hahn-Banach theorem; see [29].

(b) Using the variational approach developed in [31].

Both approaches have been considered in the context of the heat equation. They will not be
revisited here, for reasons of space.

QUESTION 11: Which are the detailed arguments?

In view of a well known consequence of Holmgren’s uniqueness theorem, it can be easily seen
that, for any non-empty open set ω ⊂ Ω, the previous unique continuation property holds if T
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is large enough (depending on Ω and ω). We refer to Chapter 1 in [29] and [4] for a discussion
on this problem.

Therefore, the following result holds:

Theorem 3.1 Let ω ⊂ Ω be a non-empty open set. There exists T1 > 0, only depending on Ω
and ω, such that, for any T > T1, the linear system (34) is approximately controllable at time T .

When approximate controllability holds, the following (apparently stronger) property is also
satisfied:

Let E be a finite dimensional subspace of H1
0 (Ω)×L2(Ω) and let us denote by πE the

corresponding orthogonal projector. Then, for any (y0, y1), (z0, z1) ∈ H1
0 (Ω)×L2(Ω)

and any ε > 0, there exists v ∈ L2(Q) such that the solution of (34) satisfies

(36)

{
‖(y(·, T )− z0, yt(·, T )− z1)‖H1

0×L2 ≤ ε,
πE(y(·, T ), yt(·, T )) = πE(z0, z1).

In other words, if T > 0 is large enough to ensure approximate controllability, for any finite
dimensional subspace E ⊂ H1

0 (Ω)× L2(Ω), we also have E-approximate controllability.

QUESTION 12: Why does approximate controllability imply E-approximate controllability for
any finite-dimensional space E ⊂ H1

0 (Ω)× L2(Ω)?

The previous results hold for wave equations with analytic coefficients too. However, the
problem is not completely solved in the frame of the wave equation with lower order potentials
a ∈ L∞(Q) of the form

ytt −∆y + a(x, t)y = v1ω in Q.

We refer to [1],[38] and [35] for some deep results in this direction.

Let us now consider the exact controllability problem.
It was shown by J.L. Lions in [29] using the so called H.U.M. that exact controllability holds

(with controls v ∈ L2(Q)) if and only if

(37) ‖(ϕ(·, 0), ϕt(·, 0))‖2L2×H−1 ≤ C
∫ ∫

ω×(0,T )
|ϕ|2 dx dt

for any solution ϕ to the adjoint system (35).
This is an observability inequality, playing in this context the role played by (11) in Section 2.

It provides an estimate of the total energy of the solution (35) by means of a measurement in
the control region ω × (0, T ).

Notice that the energy
E(t) = ‖(ϕ(·, t), ϕt(·, t))‖2L2×H−1
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of any solution to (35) is conserved. Thus, (37) is equivalent to the so called inverse inequality

(38) ‖(ϕ0, ϕ1)‖2L2×H−1 ≤ C
∫ ∫

ω×(0,T )
|ϕ|2 dx dt.

QUESTION 13: Why is (37), i.e. (38) equivalent to the exact controlability of (34)?

When (37) holds, one can minimize the functional W , with

(39) W (ϕ0, ϕ1) =
1

2

∫ ∫
ω×(0,T )

|ϕ|2 dx dt+ 〈(ϕ(·, 0), ϕt(·, 0)), (y1,−y0)〉,

in the space L2(Ω)×H−1(Ω). Indeed, the following result is easy to prove:

Lemma 3.1 Assume that (37) holds and (y0, y1) ∈ H1
0 (Ω)× L2(Ω) is given. Then W possesses

a unique minimizer (ϕ̂0, ϕ̂1) in L2(Ω)×H−1(Ω). The control v = ϕ̂1ω , where ϕ̂ is the solution
to (35) corresponding to the final data (ϕ̂0, ϕ̂1), is such that the associated state satisfies

(40) y(x, T ) ≡ yt(x, T ) ≡ 0.

QUESTION 14: How can lemma 3.1 be proved?

As a consequence, the exact controllability problem is reduced to the analysis of the inequality
(38). Let us now indicate what is known about this inequality:

• Using multiplier techniques in the spirit of C. Morawetz, L.F. Ho proved in [22] that, if
one considers subsets of Γ of the form

Γ(x0) = {x ∈ Γ : (x− x0) · n(x) > 0 }

for some x0 ∈ RN (by n(x) we denote the outward unit normal to Ω at x ∈ Γ) and T > 0 is
large enough, the following boundary observability inequality holds:

(41) ‖(ϕ(·, 0), ϕt(·, 0))‖2H1
0×L2 ≤ C

∫ ∫
Γ(x0)×(0,T )

∣∣∣∣∂ϕ∂n
∣∣∣∣2 dΓ dt

for every couple (ϕ0, ϕ1) ∈ H1
0 (Ω)× L2(Ω).

This is the observability inequality that is required to solve a boundary controllability prob-
lem similar to the one we are considering here.

Later on, (41) was proved in [28],[29] for any

(42) T > T (x0) = 2‖x− x0‖L∞ .

In fact, this is the optimal observability time that one may obtain by means of multipliers.
Proceeding as in Vol. 1 of [29], one can easily prove that (41) implies (37) when ω is a

neighborhood of Γ(x0) in Ω and T > T (x0). Consequently, the following result holds:
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Theorem 3.2 Assume that x0 ∈ RN , ω is a neighborhood of Γ(x0) in Ω and (42) is satisfied.
Then (34) is exactly controllable at time T .

More recently, A. Osses has introduced in [33] a new multiplier which is basically a rotation
of the one in [29]. In this way, he proved that the class of subsets of the boundary for which
observability holds is considerably larger.

• C. Bardos, G. Lebeau and J. Rauch [2] proved that, in the class of C∞ domains, the
observability inequality (37) holds if and only if the couple (ω, T ) satisfies the following geometric
control condition in Ω:

Every ray of geometric optics that propagates in Ω and is reflected on its boundary
Γ enters ω at a time t < T .

This result was proved with microlocal analysis techniques. Recently, the microlocal approach
has been greatly simplified by N. Burq [3] by using the microlocal defect measures introduced
by P. Gerard [16]. In [3], the geometric control condition was shown to be sufficient for exact
controllability for domains Ω of class C3 and equations with C2 coefficients.

Therefore, one has:

Theorem 3.3 Let Ω be of class C3, let ω ⊂ Ω be a non-empty open set and let us assume that
the couple (ω, T ) satisfies the previous geometric condition. Then (34) is exactly controllable at
time T .

• Let us finally indicate that other methods have also been developed to address controlla-
bility problems for wave equations: Moment problems, the use of fundamental solutions, con-
trollability via stabilization, Carleman estimates, etc. We will not present them here; for more
details, we refer to the survey paper by D.L. Russell [36] and also to the works of J.-P. Puel [34]
and X. Zhang [39].

As in the case of the heat equation, it is also natural to study the cost of the approximate
of the wave equation or, in other words, the minimal size of a control needed to reach the ε-
neighborhood of a final state which is not exactly reachable. The same can be said in the context
of null controllability. These questions were considered by G. Lebeau in [25], with techniques
which are not the same we used in Section 2.
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[1] S. Alinhac, Non unicité du problème de Cauchy, Annals of Mathematics, 117 (1983), 77–
108.

16



[2] C. Bardos, G. Lebeau and J. Rauch, Sharp sufficient conditions for the observation, control
and stabilization of waves from the boundary, SIAM J. Cont. Optim., 30 (1992), 1024–1065.

[3] N. Burq, Contrôle de l’équation des ondes dans des ouverts peu réguliers, Asymptotic
Analysis, 14 (1997), 157–191.

[4] T. Cazenave, On the propagation of confined waves along the geodesics, J. Math. Anal.
Appl., 146 (1990), 591–603.

[5] D. Chae, O.Yu. Imanuvilov and S.M. Kim, Exact controllability for semilinear parabolic
equations with Neumann boundary conditions, J. Dynamical and Control Systems, 2 (1996),
449–483.

[6] J.-M. Coron, Control and nonlinearity, Control and nonlinearity, Mathematical Surveys
and Monographs, 136. American Mathematical Society, Providence, RI, 2007.

[7] G. DaPrato and J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge Uni-
versity Press, Cambridge 1992.
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